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Reachability, observability, minimality, and extendibility for
two-point boundary-value descriptor systems

RAMINE NIKOUKHAH#Y, ALAN S. WILLSKY}
and BERNARD C. LEVY§

A deterministic system theory is developed for two-point boundary-value descrip-
tor systems (TPBVDSs). In particular, detailed characterizations of the properties
of reachability, observability and minimality are obtained. In addition, extendibil-
ity, i.e. the concept of considering TPBVDS as being defined on a sequence of
intervals of increasing length, is defined and studied. This system theory general-
izes our earlier results for the class of stationary systems for which the input-out-
put map (weighting pattern) is shift-invariant.

1. Introduction

To model non-causal physical phenomena which usually correspond to pro-
cesses evolving in space rather than time, the standard state-space models are not
appropriate. State-space models are based on the assumption of causality and thus
lead to initial-value systems, whereas non-causal models have, in general, boundary
specification and thus lead to boundary-value systems.

In recent years there has been considerable interest in characterizing the
properties of classes of non-causal models specified by differential and difference
equations together with boundary conditions (see, for example, Luenberger 1977,
1978, Krener 1980, 1987, Lewis 1984, Gohberg and Kaashoek 1986 a, b, Gohberg
et al. 1986, Nikoukhah et al. 1987, 1989 a, b). In particular, in our previous work
(Nikoukhah et al. 1987, 1989 a, b) we have investigated the class of two-point
boundary-value descriptor systems (TPBVDSs). As discussed by Nikoukhah er al.
(1987} input-state and input-output maps for a TPBVDS need not be shift-invari-
ant even if the system matrices ar¢ constant, and in the analysis this fact presented
some difficulties which limited the development given by Nikoukhah er a/. (1989 a)
to shift-invariant systems. In this paper we overcome those difficulties and extend
the results of Nikoukhah et al. {1989 a) to the full class of constant-coefficient
TPBVDSs.

As originally introduced by Krener (1980, 1987), boundary-value systems natu-
rally lead to two notions of recursion: an outward process, for which the direction
of recursion is outward toward the boundaries, and an inward process, which
propagates the boundary condition inward from the boundaries. As shown by
Nikoukhah et al. (1987), the outward process has an easily computed representa-
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tion for any TPBVDS, On the other hand, a closed-form expression for the -
inward process is only given for the so-called class of displacement systems, i.e.
those systems with a shift-invariant input-state map. The key to the results
presented in this paper is the development of a more general closed-form expres-
sion for the inward process. In particular, this expression allows us to follow an
approach similar to that of Gohberg et al. 1986, in order to derive a general
minimality result.

In the next section we review some of the concepts and results from Nik-
oukhah er al. (1987,1989a) and in §3 we review the notions of inward and
outward processes and develop the new closed form expression for the inward
process. In addition in this section we introduce and characterize the concept of
‘extendibility’, 1.e. the notion of imbedding a TPBVDS in a set of such systems
defined over intervals of increasing length. In § 4, we analyse the properties of
reachability and observability, while in § 5 we present results on minimality. We
conclude with a few remarks in § 6.

2. Two-point boundary-value descriptor systems
A TPBVDS is described by the dynamic equation

Ex(k +1) = Ax(k) + Bu(k), 0<k<N-1 (2.1)
with boundary condition
Vix(0) + V;x(N) =v (2.2)
and output
yk)=Cx(k), k=0,1,..,N (2.3)

Here x and v are n-dimensionai, u is m-dimensional, and E, 4, B, V,, ¥V, and C
are constant matrices. We also assume that the interval of definition of the system
is sufficiently large to observe all the system modes. Specifically, we assume that
N = 2n, unless explicitly stated otherwise.

Nikoukhah er al. (1987) showed that if (2.1), (2.2) is well-posed (i.e., it yields
a well-defined map from {u, v} to x), we can assume without loss of generality
that (2.1), (2.2) is in normalized form, i.e. that there exist scalars a and £ such that

af +BA =1 (2.4)
(this is referred to as the standard form for the pencil {E, A}), and in addition
ViEN + ViAN =1 (2.5)

Note that (2.4) implies that E and 4 commute and that {E*, 4%} is a regular
pencil for all kK >0 (see Nikoukhah ef @/. 1987). But most importantly, (2.4)
implies that the space of matrices AXEX, K, L >0 is spanned by the n matrices
{A¥E"='=*|k =0, ..., n — 1}; this property has been introduced by Nikoukhah et
al. (1987), as the generalized Cayley—Hamilton theorem. We assume throughout
this paper that (2.4) and {2.5) hold.

As derived by Nikoukhah er al. (1987), the map from {u, v} to x has the form

) = AXEN*y + S Gk, J)Bulj) (2.6)

j=0
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where the Green’s function G(k, j) is given by

Gk, ) = AXA — ENHV A + oV E)ENE ¥4V ~I-'T"'  jzk on
)= EN-YwE — ANV, A + oV, E)A¥-})Ei4%=i=T=" j<k .
and w is any number such that
F=wEN+! - 4N+ (2.8

is invertible.

In marked contrast to the case for causal systems (E =1, V. =0), G{k, j) does
not, in general, depend on the difference of its arguments. Borrowing some
terminology from Gohberg and Kaashoek (1986a,b), we have the following
definition of our first notion of shift-invariance.

Definition 2.1

The TPBVDS (2.1), (2.2) is a displacement system if (with the usual abuse of
notation) for 0 <k <N, 0N -1

Gk, j) = Gtk —)) (2.9)
a
A second notion of shift-invariance is the one associated with the input—output

map. Specifically, with v = 0 in (2.2), the system (2.1) —(2.3) defines the input—out-
put map

y6) = T Wk, ) (210
with
Wik, j) = CG(k, j)B (2.11)

Definition 2.2

The TPBVDS (2.1)-(2.3) is stationary if (again with the usual abuse of
notation)

Wik, j) = Wk —j) (2.12)
for0<k <N, 0<j<N—1. 0

The following results from Nikoukhah er al. (1989 a), characterize the conditions
under which a TPBVDS is displacement and stationary.

Theorem 2.1
The TPBVDS (2.1)-(2.3) is stationary if and only if
O,[V, EIR, = O,[V;, AR, =0 (2.13)
OS[VT!E]R5=05[V('9A]R5=0 (2]4)

where [X, Y] denotes the commutator product of X and Y

X, Y] = XY~ YX (2.15)
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and
R,=<[A""'B|EA""B|..|E"~'B] (2.16)
can-!
0, = CE":’"_z (2.17)
cEn-!
0

Corollary 2.1
The TPBVDS (2.1), (2.2) is a displacement system if and only if

[V, El=[V;, Al =0 (2.18)
[VF’E]:[VNA]=O (2]9)
0

The matrices R, and O, in (2.16), (2.17) are, respectively, the strong reachability
and strong observability matrices of the TPBVDS as discussed by Nikoukhah er al.
(1987), (see also §4). The results of causal system theory might suggest that the
distinction between displacement and stationary systems is a trivial artifact caused
by the use of non-minimal realizations. However, as in the case of continucus-time
boundary-value systems (Krener 1987), the story is different for TPBVDSs. Specifi-
cally, as shown by Nikoukhah er al. (1989 a), and in § 5, a TPBVDS can be minimal
without being strongly reachable and strongly observable.

Before closing this section we consider another problem, namely that of the
degree of freedom in the choice of boundary matrices ¥; and V. Using (2.7), (2.8),
(2.11), the fact that N > 2n, and the generalized Cayley—Hamilton theorem, we can
readily verify the following theorem.

Theorem 2.2

Consider two TPBVDSs with the same matrices C, E, 4 and B and id'enticzg
weighting patterns. Then if one has boundary matrices ¥, and V., and the other V;
and P, we must have

Os I/IR: = Os I‘/‘iRs (220)
Os VFRS = Os l7fRs (22])
Conversely if (2.20), (2.21) holds for two TPBVDSs with identical C, E, 4 and B

system matrices, their weighting patterns must be identical. O

3. Inward processes, outward processes, and extendibility

As discussed by Nikoukhah et al. (1987), (with motivation from Krener 1987)
the process x in a TPBVDS can be recovered from two processes that each have
interpretations as state processes. The outward process has a direction of recursion
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outward toward the boundaries, summarizing all one nceds to know about the
input inside any interval in order to determine x outside this interval. For an
interval [k, j] with k& <, it is given by

z,(k, ) = E/~*x(j) — A/ ~*x(k) (3.1

As shown by Nikoukhah et al. (1987), it can also be expressed in 1erms of the
intervening inputs as

2ok ) =3 B A1~ Bu(r) (3.2)

r=%k

Note that z,(k, j} does not involve the boundary matrices V; and V..

The situation is different, however, for the inward process which uses input
values near the boundaries to propagate the boundary condition inward. As
developed by Nikoukhah er al. {1987), for any K < L the inward process z,(K, L)
is a function of the boundary value v and the inputs {u(0),...,u(K —1)} and
{u(L), ..., u(N — 1)} such that the TPBVDS

Ex(k + 1) = Ax(k) + Bu(k) (3.3)
VK, L)x(K) + V;(K, L)x(L) = 2;(K, L) (3.4)

yields the same solution as (2.1), {2.2) for K <k < L. Here V;(K, L) and V; (K, L)
are assumed to satisfy the normalization condition

VK, YEE= %+ Vi(K, L)AL~ X =1 (3.5)
The following is a key new result.

Theorem 3.1

The inwardly-propagated boundary matrices and the inward process can be
expressed as

VAK, L) = EN-HwE — AX(wVE + V,A)A" -} 'EX (3.6)
ViK,L)= —AX(A — EN"HwVE+ V,A)EHT 147+ (3.7)
and
zZ(K, L) = EN~YA4%p + EN " HwE — AXMwVE + V,A)AV 5Tz (0, K)
+ AX(A — EN YoV E+ V,A)EHT 'z (L, N) (3.8)
O
Note in particular the gtarting values
z(0,Ny=vp, V(O,N)=V,, V(0,N)=V; 39
and the ‘final values’

z,(k, k) = x(k) for all k (3.10)
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Proof
Let S, be the 2 x (# + 1) block matrix
—-A E 0 .. 0
-4 E ... 0
S, = 0 : (3.11)
0 0 —A F
Then (2.1), (2.2) can be expressed as
< x0) Bu(0)
[V 0 . o V:l = By -1 (.12
: I xn u U
It is also easy to see that
[—AX Ef 0 .. 0 o |1 [ x0 ] [ 2,(0, K)
0 0 x(K) Bu(K)
: Stk x(K+1) _
0 0 : = | Bu(L -1
0 0 ... 0 —4~V-t EN-E x(L) z,(L, N}
7 0 v, x(N) v
(3.13)

To find V(K| L) and V (K, L), we need first to construct a full-rank matrix
[Ti(K, L) Ti(K,L) P(K L)

such that
— AKX 0
[T;(K, L) T(K, L) P(K,L)] 0 E¥-L|=0 (3.14)
Vi Ve

Given such a matrix, if we pre-multiply both sides of (3.13) by

0 I 0 0
K, L) = [Ti(K, I) 0 T(K.L) PK L),] -1
we obtain
x(K)
Si_x x(K + 1)
T{K,L)EX 0 ... 0 —Tq(K LAYt :
x(L)
Bu(K)
= Bu(L' -1 (3.16)

Ti(K, L)z,(0, K) + T (K, L)z,(L, N) + P(K, L)v
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This shows that
VK, L) = T,(K, L)E¥ (3.17)
Vi(K, L)= —T(K, L)A" -~ (3.18)
and
z(K, L) = Ti(K, L)z,(0, K) + T (K, L)z,(L, N) + P(K, L)v (3.19)

It is straightforward te check that

T.(K, L) = EN~YwE — A¥(@VE + V;A)4AN -5 T-! (3.20)
Ti(K,L)=AXA — EN"HwV;E + V,A)EH)T-! (3.21)

and
P(K, L)y =EN- 4% (3.22)

satisfy (3.14). Then, substituting (3.20)-(3.22) inside (3.17)-(3.19) gives (3.6)-
(3.8). O

Theorem 3.1 can be slightly generalized to give a relationship between all
inwardly propagated boundary matrices:
Vi(K, L) = E'~HwE — A~ @V (I,J)E + Vi(I, NA)A’~¥)[7}  EX~
(3.23)
Ve(K,Ly= —A* A - E' YoV, HE + VI, YVAE-- )7} E/-*
(3.24)
when [K, L] is contained in [/, J], where

]—M=wEM+I_AM+l

Remark

Note that if {2.1), (2.2) is a displacement system, the fact that E and 4 commute
with V; and ¥ allows us to recover from (3.6)-(38) the expressions derived in
Nikoukhah et al. (1989 a):

VK, L) = V,EN-L+K (3.25)
VUK, L) =V, AN-L+X (3.26)
(K, L) = EN-L4Xy + V,EN-z (0, K) — V; A¥z,(L, N) (3.27)

An important interpretation of the inward process, or more specifically of the
inwardly-propagated matrices (3.6), (3.7), is that the Green’s function for the
system (3.3), (3.4) on the small interval [K, L] is the restriction of the Green’s
function of the original system (2.1), (2.2) defined on [0, N]. A logical question then
is whether we can also move the boundary conditions outward so that the Green’s
function for the resulting system, when restricted to [0, N], yields the original
Green’s function. O
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Definition 3.1

The TPBVDS (2.1)-(2.3) is left (right) input —output exiendible if, given any
interval [K, N] ([0, L]) containing [0, N], there exists a TPBVDS over this larger
interval with the same dynamics as in (2.1) but with new boundary matrices
Vi(K, L), Vi(K, L) (Vi(0, L), V¢(0, L)) such that the weighting pattern Wk, j} of
the original system is the restriction of the weighting pattern W, (k, j) of the new
extended system, i.e.

Wk, j)=Wk,j), 0<k<N, 0<j<N-1 (3.28)

The TPBVDS (2.1)-(2.3) is input —output extendible if it 1s both left and right
input—output extendible. O

Definition 3.2

The TPBVDS (2.1), (2.2) is left (right) exendible if, given any interval
[K, N] (0, L)) containing [0, N], there exists a TPBVDS over this larger interval
with the same dynamics as in (2.1} but with new boundary matrices Vj(K, V),
Vo(K, N} (Vi(0, L), V:(0, L)) such that the Green’s function G(k, j) of the original
system is the restriction of the Green’s function G.(k, j) of the new extended
system, i.e.

Gk, j) =Gk, j), 0<k<N, 0<j<N-1 (3.29)
The TPBVDS (2.1), (2.2) is extendible if it is both left and right extendible.

In order to characterize the conditions under which each of these types
of extendibility hold, let us first define two matrices that will appear on
several occasions. Specifically, to any matrix F we associate the Drazin inverse F°
and its invertible modification F. To define these, let T be an invertible matrix such

that
M 0
F=T T-! .
[0 N] . (3.30)

where M is invertible and N is nilpotent (e.g. the real Jordan form has this
structure). Then,

FP = [MO“' g}r-' (3.31)
F='T[": Nil}r—l (3.32)

These matrices have a number of important properties (Nikoukhah et al.
1989 a). Two that we use are as follows. Let u be the degree of nilpotency of W, i.e.
N#=1 0, N*=0. Then for any matrix G,

Ker (F*) = Ker (G) © GFPF =G (3.33)
Also, if {E, A} is a regular pencil in standard-form,

EEP + AA® — AAPEEP =7 (3.34)
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Equation (3.33) is easily verified. To see why (3.34) is true we need first to pre- and
post-multiply (3.34) by T and T'~' chosen such that

E, 0 0 N, 0 0
TET-'=|0 E, 0| TAT'=|0 A4, 0 (3.35)
0 0 N, 0 0 A,

where E|, F,, A, and 4, are invertible and, N, and N, are nilpotent (see Nikoukhah
et al. 1989 a), in which case

EfY 0 0 0 0 0
TEPT-'=| 0 E;' 0| TAPT'=(0 A;' 0 (3.36)
0 0 0 0 0 43!
Then clearly
I 0 0 000
TEEPT'=|0 I 0| TA4A°T'=(0 I 0 (3.37)
0o 0 1/ 0 0 71
0 0 0
TAAPEEPT-'=|0 T 0 (3.38)
0 00

which imply the desired result.

Note that without loss of generality, it can always be assumed that the £ and 4
matrices of a TPBVDS in normalized form are in the block form (3.35). This can
always be achieved by a coordinate transformation. In this coordinate system, the
boundary matrices must have the form

ETN Vi, Vi, i Vi 0
Vi=| © Vizz Vlzs s Vi=|Vy Vi 0 (3.39)
0 Vi, Vi Vi V5 AzY

This is because the TPBVDS is supposed to be in normalized form, which means
that ¥; and V; must satisfy (2.5), where EY and A" have the block structure

EY 0 0 o 0 o0
EY 0], [0 4 o0
0 0 O 0 0 4Y
Theorem 3.2
A TPBVDS is left extendible if and only if
V,— V,EPE =0 (3.40)

Vi— APAV =0 (3.41)
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It is right extendible if and only if

V,— EPEV,=0 (3.42)
Vi— ViAPA =0 (3.43)
It is extendible if and only if
V,— EPEV,EPE =0 (3.44)
Vi— APAV,APA =0 (3.45)
O

Since for a displacement system E, EP, 4 and A” commute with ¥, and ¥, we have
the following slightly strengthened version of a result due to Nikoukhah et al. (1989 a).

Corollary 3.1
For a displacement TPBVDS, the following statements about it are equivalent.
(i) It is right extendible.
(ii) It is left extendible.
(iii) It is extendible.
{iv) The following equations hold:

V,— V,EPE =0 (3.46)
V,— VA4 =0 (3.47)
O

Proof of Theorem 3.2

First we show necessity. Let the TPBVDS be left extendible. Then it must be
obtained by moving in the left boundary of another TPBVDS. From (3.6), (3.7) it
can be seen that

ker (V;) < ker (E%) (3.48)

ker (V] ) c ker [(49)7) (3.49)

where k is the number of steps that the boundary has moved. If & is larger than the

maximum of the nilpotency degrees of E and A, the property (3.33) of the Drazin

inverse implies that equations (3.48), (3.49) and (3.40), (3.41) are equivalent. If the

system is right extendible, (3.42), (3.43) can be shown to be true similarly. Finally,
(3.40), (3.41) and (3.42), (3.43) imply (3.44), (3.45).

To show the sufficiency of (3.40), (3.41), we need to construct matrices V;(K, N)

and V, (K, N) for each K <0, so that when we move in these boundary matrices to
[0, N], we recover V; and V. Assume then that (3.40), (3.41) hold, and let

V.(K, N) =[] — (4°) ¥V, A" - K(EP)N-¥ (3.50)
V (K, N) = (4P~ %V, (3.51)

First we need to check that the extended system is in normalized form, i.e.
VK, NJEN =X+ V, (K, N)A¥ K = | (3.52)
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From (3.50), (3.51), and using (3.34) and the fact that ¥; and V,are in normalized
form, we get
VAK, NJEN-X4+ V, (K, N)AY ¥ =(I — AAP)EE® + AAP =1 (3.53)

Now we have to verify that by moving in ¥ (K, N) and V,(K, N) to V,(0, N) and
V,(0, N) we recover V; and V. This can be checked by substituting the matrices in
(3.50), (3.51) into (3.23), (3.24), with K =0, L=J=Nand I =K.

The sufficiency of (3.42), (3.43) for right extendibility can be proved in a similar
way by considering the right extended matrices

Vi(0, L) = (EPY-=™, (3.54)

V,(0,L) =[I — (EP)L~"V,E"|(4°)* (3.55)

To show the sufficiency of (3.44), (3.45) for extendibility, simply note that (3.44),
(3.45) clearly implies (3.40), (3.41) and (3.42), (3.43). O

Theorem 3.3

Let a TPBVDS be left (right) input—output extendible. Then we can find an
equivalent TPBVDS using the freedom in its boundary matrices such that this new
TPBVDS is left (right} extendible.

Conversely, every left {right) extendible TPBVDS is left (right) input—output
extendible. O

Proof

Let a TPBVDS defined over [0, N] be left input-output extendible. Then there
exists a TPBVDS defined over [ —#n, N] such that when we move in its boundaries
to [0, N] we get a TPBVDS with weighting pattern identical with the weighting
pattern of the original TPBVDS, possibly with different boundary matrices. This
new representation of the TPBVDS is clearly left extendible because it has been
obtained by moving in the left boundary of another system n steps. A similar
argument can be used for the case of right extendibility.

The proof of the converse of the theorem is trivial. O
Theorem 3.4
A TPBVDS is left input—output extendible if and only if
O,(V,— V,EPE)R, =0 (3.56)
O,(V;— APAV, )R, =0 (3.57)
It is right input—output extendible if and only if
OV, — EPEV)R,=0 (3.58)
O,(V,— V;,APAR, =0 (3.59)
It is input—output extendible if and only if
O,(V; — EPEV,EPE)R, =0 (3.60)
O,(V;—~ APAV,APA)R, =0 (3.61)
O

Again we have a slight extension of a result due to Nikoukhah et al. {1989 a).
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Corollary 3.2
For a stationary TPBVDS, the following statements about it are equivalent.
(i) Tt is right input-output extendible.
(ii) 1t is left input—output extendible.
(iii) It is input—output extendible.
(iv) The following equations hold:

0,(V, - V,EPE)R, =0 (3.62)
OV, — V,APA)R, =0 (3.63)
]

Proof of Theorem 3.4

Suppose that the TPBVDS is left input-output extendible. Then, from
Theorem 3.3, there exists a TPBVDS with the same weighting pattern which is left
extendible, i.e. there exist matrices V¥ and ¥} which satisfy (3.40), (3.41) and such
that

O,V¥R, = O,V,R, (3.64)
O,V*R,=O,V(R, (3.65)
The relations (3.64), (3.65) imply
O,V*EPER, = O,V,EPER, (3.66)
0,APAVER, = O,APAV,R, (3.67)

becauvse of the invariance properties of the strong reachability and observability
matrices (see Nikoukhah et a/. 1989 a, and § 4). Pre-multiplying and post-multiply-
ing (3.40), (3.41) (with ¥V replaced by ¥*) by O, and R,, respectively, and using
(3.64). (3.65) and (3.66), (3.67), we obtain (3.56), (3.57).

Now suppose that (3.56), (3.57) holds. Let

V¥ =(I — AAPYEP)™ + AAPV,EPE (3.68)
VE¥=AAPV, (3.69)

We have to show that the new system obtained by replacing V; and ¥V, with these
boundary matrices is just another representation of the original system. First we
verify that this new system is in normalized form:

VEEN + VEAY =[(I — AAPYEP)Y + AAPV,EPEIE" + AAPV AV
= — AAPKEEP)N + A4P =T (3.70)
where the last equality can be checked as in (3.34), (3.38). What remains to
be shown is that (3.64), (3.65) holds for these matrices. Clearly (3.65) holds
from (3.69) and (3.57). Showing (3.64) is more complicated, and again we sup-

pose that the system is in the block form (3.35), (3.39). The matrix V¥ in (3.68) is
given by
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10 E;™ 0 0 0 0 O[EyY Vi, V[T 0 0
V¥=|0 0 0| 0O E;¥ Of+]0 I 0 0 Vi Vil|l0 1 0
[0 0 0] O 0 0 0 0 7| 0 Vi, Villo 0 0
[E;Y 0 0
=l 0 Vi, 0 (3.71)
0 Vi, 0

where Vi, and Vi, are (2, 2) and (3, 2) blocks of ¥;.
The strong reachability and observability matrices have a block structure as
well, i.e.

0! 0 0 R 0 0
o.=w|0 0 o R=|0 R 0|z (3.72)
0o 0 O 0 0 R

for some invertible matrices Z and W (this is due to the fact that the three blocks
of the system have distinct eigenvalues, see Nikoukhah er al. 1989 a). Also observe
that

O,(V,E¥ + V;AMR, = O,V,EVR, + O,AAPV, AMR = O,R, (3.73)

Pre- and post-multiplying (3.73) by W~! and Z ', respectively, and inspecting the
(1, 2) block yields

O!Vi,EYR?=0 (3.74)

Since R? is E,-invariant (sece § 4) and E, is invertible, this implies
OlVi,R2=0 (3.75)

Also note that {3.56) implies

OfVisRY}=0, k=1,2,3 (3.76)
Finally, by noting the expression for V* in (3.71) and (3.75) and (3.76), we find
O ViR,= O, V¥R, (3.77)
which is the desired result. The other cases can be argued similarly. O

The following example demonstrates the fact that left and right extendibility are
indeed distinct notions.

Example 3.1
Consider the TPBVDS

xtk+1)= |:g (l):| x(k) + w(k) (3.78)

x(0) + [(1) g] x(N)=v (3.79)
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This TPBVDS is well-posed and in normalized form. It is easy to check that for this
system (3.43) is violated, but (3.40) and (3.41) hold. Thus this system is left
extendible but not right extendible. 3

The input—output extendibility feature is a property of the weighting pattern of
the system, and not any specific representation, so that it is possible to refer to this
property as extendibility of the weighting pattern. The following theorem justifies this.

Theorem 3.5

Let 2 TPBVDSs (of possibly different dimension) defined over [0, N]
have identical weighting patterns. Then if one is input-output extendible so is the

other. O
Proof

It is readily seen that the proof due to Nikoukhah er al. (1989 a), although
stated for stationary systems, is actually valid for general TPBVDSs. d

The extendibility property is a very important property because it allows us to
associate with each system a sequence of systems defined over any desired interval.
We present a way of constructing this sequence. But first we give the following
characterization of extendible systems which can be derived from the extendibility
condition and the fact that the system is in normalized form.

Theorem 3.6

Let a TPBVDS be extendible and in block form (3.35), (3.39). Then the
boundary matrices must have the structure

E;Y 0 0 0 0 0
vi=| 0 ¥y, 0f Vi=|0 ¥, 0 (3.80)
0 0 0 0 0 AV

which means that the TPBVDS is separated into a purely causal part and a purely
anticausal part, each having nilpotent dynamics, and a non-descriptor acausal part.
O

Note that if a system is input—output extendible, then it has a representation of
the form (3.80).

Theorem 3.6 allows us to simplify the expression for the Green’s function
solution of an extendible system. By repiacing the V; and V; in the general Green'’s
function solution by ¥, and ¥} in (3.80), we obtain the following expression for the
Green’s function of an extendible system:

G(k ) B {_JkEN-—k VrEEDE"‘j—NzN—j—I _(I_EED)Ej—k(A D)j—k+t j >k

I EVAEN -5V, AAPA I B 4 (I — AAPYEP)*-igk—i=! i<k
_ [—A*E-MI — (EYV)IEEPA~~'"E/ — (I — EEP)E/ ~%(4P)/~**' j=k
- {J“E"‘(E”Vi)AA CAIVE (I — AAPYEP)~ig* /-1 j<k

(3.81)
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Accordingly, the weighting pattern of an input-output extendible system can be
expressed as

Wik, j) =
~C{A*XE-HI —(ENV))EEPA~/~'E/ — (I — EEP)E/~XAP)/~**"\B j=k
C{AXE~S(ENV)AAPA - E/ + (I — AAPYEP)¥—i4*~/-1}B j<k

(3.82)

Note that (3.81) expresses the Green’s function of an extendible TPBVDS and all
of its extensions. Similarly, (3.82) expresses the weighting pattern of an input—output
extendible TPBVDS and all of its extensions. This observation deserves further
comment. Specifically, what we have done is the following. We begin with a specific
extendible TPBVDS defined on [0, N], with boundary matrices V;, V; so that the
system is in standard form over this specific interval. Equations (3.81) and (3.82) then
provide us with the Green’s function and weighting pattern for all extensions of the
TPBVYDS. Thus we use the parameters associated with any one of the family of exten-
sions to obtain G and W for the whole family. These expressions must of course, not
depend on the particular member of the family used in the computation. In particular
(3.81) and (3.82) do not depend on N. Rather EVV, is, in a sense, an invariant for
the entire family (remember that ¥; also depends on A, as it is chosen so that the
system is in standard form over [, N1). In the simpler stationary case this point can
be made much more explicit. In particular, the weighting pattern of an input-output
extendible stationary TPBVDS can be expressed as follows (Nikoukhah et al. 1989 a):

C(ENV)OEP(AEPY-'B k>0
k) = y .
) {——C(ANVF)AD(EAD)"‘B k<0 (333)
Note also that if we are in the basis (3.35), by partitioning
B,
C=[C, G Gl B=|B5,
B,
accordingly, Wik, j) can be expressed as
~C,AXEY KV EL-NAY /- 1B, — C, A/ 'NS~%*B, j2k
Wik, j) = Czk 2N_zk S 2—‘—12 2 __fs ki~-| e 3 J (3.84)
CoASEY "V, E4A7 7 'By + CLE{ "N/~ B, j<k

We can construct the sequence of (inward and cutward) extensions (in standard form)
of our extendible or input—output extendible TPBVDS as follows:

Viil, J) = E-VANENV)AAPE' A"+ (1 — AAP)E" (3.85)
Vell, J)= E-7A'[1 — (ENV)EEPE’A~’ + (I — EEP®)A'~’ (3.86)
In the basis (3.35), (3.85), (3.86) becomes
El—-(.l—l) 0 0
viLJy=| o EYYALVLEL AT 0O (3.87)
0 0 0
0 0 0
Vi, J)=|0 ALEY-IVI,ES-Nqy-7 0 (3.88)

0 0 AS_U_I)
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4. Reachability and observability

As discussed by Nikoukhah er al. (1987), there are two notions for both
reachability and observability for TPBVDSs. In this section we provide brief
reviews of these definitions and present additional results.

Definition 4.1
The system (2.1), (2.2) is strongly reachable on [K, L] if the map
{uk) : k elK, L]} >z, (K, L) (4.1

is onto, The system is strongly reachable if it is strongly reachable on some interval.
a

From {3.2) we can see that the range of the map (4.1) is just the range of R,(L — K}
where

R(j)=[A’""B|EA’/~B|...|E/~'B] (4.2)

Note that R, = R (n). Furthermore a TPBVDS is strongly reachable if and only if
R, has full rank (this is a consequence of the generalized Cayley—Hamilton
theorem). In addition, the strongly reachable spaces have the usual nesting prop-
erty, i.e.

A, (k) =Tm (R (k) cIm (R (k + 1) =R,k + 1) (4.3)

We refer the reader to Nikoukhah et a/. (1987), for proofs of these and other results
related to strong reachability. For future reference, we define the strongly reachable
subspace

%, =1m (R,) (4.4)

Definition 4.2
The system (2,1)—(2.3) is strongly observable on [K, L] if the map

zi(K, L) » {pk) - k e[K, L]} (4.5)
defined by (3.3), (3.4), and (2.3) with ¥ =0 on [K, L] is one to one. The system is
strongly observable if it is strongly observable on some [X, L]. O

It is easily checked (Nikoukhah et al. 1987), that the kernel of the mapping (4.5) is
the kernel of O, (L — K), where

CE/

CAE/-!
O,(j) = : (4.6)
cA’

Note that O, = O,(n — 1). Furthermore, a TPBVDS is strongly observable if and
only if O, has full rank. In addition, the strong unobservability subspaces have the
usual nesting property

O,k + 1) = ker (O,(k + 1)) = 0,(k) = ker (O,(k)) (4.7)
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Again for future reference we define the strongly unobservable suspace
0, = ker (O,) (4.8)
Note that the properties of strong reachability and observability involve only the

matrices C, E, A and B. As we shall see, the other weaker set of notions of
reachability and observability involve the boundary matrices as well.

Definition 4.3
The system (2.1), (2.2) is weakly reachable off [K, L] if the map
{idky ke[0, K—1U[L,N—-1]}>z(K, L) (4.9
with v =0 is onto. The weakly reachable subspace #,(K, L} is the range of this
map. The system is called weakly reachable if

R.=\ K L) =R (4.10)
KL
The space %, is called the weak reachability space. O

While it is shown by Nikoukhah er al. (1987), that for K and L far from the
boundaries the dimension of #,(K, L) is constant, it is nos generally true that this
space is fixed or that any nesting of weak reachability spaces occurs as K and L
move inward from the boundaries. That is why we may very well have a system
which is weakly reachable, but where %, (K, L) is not the whole space for any K
and L. The authors (Nikoukhah et al. 1987) defined weak reachability differently;
specifically we called a system weakly reachable if 2,,(K, L) equaled R” for X and
L far from the boundaries. We see later that Definition 4.3 is more appropriate.

Theorem 4.1
The weak reachability space #,, can be expressed as

R,= \/ AE"'"FIm[V,R,| ViR,] (4.11)

O0gk<n

Corollary 4.1
For an extendible system, the weak reachability space %, can be expressed as

Ry= \/ AE"" VA A+ A, (4.12)
0gk<cn
a
Proof
First we prove the following Lemma, which justifies the use of the terms ‘strong’
and ‘weak’. O
Lemma 4.1
For any TPBVDS
R R, (4.13)
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Proof
We show the stronger result

R, cR,(K,L) for K,L e[n, N —n] (4.14)

From expression (3.8) for z,(K, L) with v = 0, and the fact that the space reached
by z,(0, K) and z, (L, N} is exactly #,, we can easily deduce that

RAK, L) = EV-HwE — AN VE + V,A)AV- T4,
+ AXA — EN-HwV,E + V,A)EHT-', (4.15)
By noting that AY %%, c &, and E*®, = A&,, (4.15) implies that
R (K, L)2 EN"HwE — AXwV:E + ViA)AN - XE'T'4A,
+ AXA — EN-Y@V,E + V,A)ER) AV~ T~ ',
=R, + EN-LAX (V. E+ V,A)AN - XE'T- ', (4.16)
which in turn implies (4.14). Clearly then (4.13) is a consequence of (4.14). O

To prove Theorem 4.1, observe that
QWDQS+\K/ Z.(K, K) 4.17)
Using (2.7) and the fact that '~ '%_ = 4,, this implies
ﬂw:\K/ {AKEN-K@V E + V, AR} + R, forall w (4.18)

But thanks to (2.5) and the E- and A-invariance of %,,
R+ @V:E + V)R, = Vi, + V. &, (4.19)
which along with (4.17) and the Cayley—Hamilton theorem proves that

#,> \/ A*E"'-*Im[V,R,| V;R] (4.20)

Oghk<n

The other inclusion is trivial since in expression (3.8) for z,(X, L), the range of the
map u — z; is essentially the range of matrices A"E°V,A'E' and A'E*V.A'E".

To prove the corollary, simply note that we can decompose the system into three
subsystems as in (3.35), in which case V; and ¥V} are expressed as in (3.80). Now using
the fact that for an extendible system V= (I — V;E¥)(A")", we can show that

Im [V;R,| R,] =Im[V;R,| V{R,] (4.21)

which yields the desired result. O

In the case of displacement systems, expression (4.11) simplifies and we obtain
the result given by Nikoukhah et al. (1989 a).

R, =Im [V,R,| V;R,] (4.22)

Definition 4 4
The system (2.1)—=(2.3) is weakly observable off [K, L] if the map

zo(K, L) = {p(k) : k € [0, K] U[L, N]} (4.23)
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with v =0 and w(j) =0, je[0,K—-1]u[L, N —1], is one 1o one. The weakly
unobservable subspace @,(K, L) is the null space of this map. The system is called
weakly observable if

0..= () 0.(K, L) ={0} (4.24)
K.L
The space &, is the weak unobservability space. O

By analogy with the weak reachability case, we simply present the dual set of results
concerning weak observability.

Theorem 4.2
The weakly unobservable space can be expressed as

mw=0 O ker([gSZ‘])E"-“*Ak (4.25)
<k<n sthf

Corollary 4.2

For an extendible system the weakly unobservable space can be expressed as
follows

(9w=05r'\{ N ker(OsV'iE"""‘A")} (4.26)

Ogk<n

]

Lemma 4.2
For any TPBVDS

0, < 0, (4.27)
0

This lemma shows that weak observability is a weaker condition than strong
observability.
If the TPBVDS is displacement, (4.25) simplifies and yiclds the result given by

Nikoukhah et al. (1989 a):
oV,
0, =k . 4
w = Ker |:Os Vr:| (4.28)

The following example illustrates the difference between the concepts of strong and
weak reachability.

Example 4.1
Consider the following displacement TPBVDS

x(k + 1) = x(k) + B] w(k) (4.29)

1 0 00
[1 l]x(0)+[__] 0:lJc(N)z(] (4.30)
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where

[ xik)
x(k) = [xz (k)} (4.31)

This sysiem is well-posed and in normalized form. The strong reachability space for

this system is just
1
1
(o))

so that the system is not strongly reachable. In fact, we can easily see that only x,
is strongly reachable and x, is not. However, using (4.22), we can check that the
system is weakly reachable. In fact, we can check that this system is weakly
reachable off any interval [K, L], 0 < K, L < N. To understand this fact, note that
boundary condition (4.30) can be rewritten as

x,(0) =0, x3(0) =x,(N) (4.32)

[t is clear that x,(k} can be made arbitrary by proper choice of inputs u( /), j < k.
On the other hand, x,(N), and thus x,(0), can also be independently made arbitrary
by proper choice of u( ), k <j < N. But (4.29) implies that x,(k) is constant for all
k, so that it must equal x,(0) and x,(N). The result is that x, (k) and x,(k), which
form x(k), can be made arbitrary by proper choice of the imput u. O

5. Minimality

In this section we present minimality results for TPBVDSs, extending the results
for stationary systems by Nikoukhah et a/ (1989 a), and using an approach
analogous to that of Krener 1987, and Gohberg er al. (1986), with differences due
to possible singularity of E and A.

Definition 5.1

A TPBVDS is minimal if x has the lowest dimension among all TPBVDSs
having the same weighting pattern. a

Theorem 5.1
A TPBVDS with N 2 4n is minimal if and only if

(a) A, =R (5.1
) 0, =1{0) (5.2)
(c) 0, c R, {5.3)

(i.e. if it is weakly reachable and observable, and any strongly unobserved mode is
strongly reached). U

As did Nikoukhah er al. (1989 a), we need to introduce three different Hankel
matrices and also, as did Krener (1987) and Gohberg et al. (1986), we may have
certain level of non-uniqueness in minimal realizations that is not present in the
causal case. The length of the interval here is assumed to be larger than four times
the dimension of the system so that all the modes on both sides of a state in the
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middie of the interval can be reached and observed (see the proof for details on
where this assumption is needed). If N is not large enough, the conditions of
Theorem 5.1 become necessary but not sufficient.

Proof

The approach that we use is the same as that of Nikoukhah et al. (1989 a) for
the stationary case. We focus therefore on the new aspects of the non-stationary
case, and refer the reader to Nikoukhah et al. (1989 a} where appropriate. We begin
with the reduction procedures if any of the conditions (5.1} -{5.3) are not satisfied.
Consider first the case in which £, # R"”. Let #, be any subspace such that

R, DR, =R .4

By performing a similarity transformation on x to represent it in a basis compatibie
with (5.4}, we can assume that

All AIZ} [Ell EIZ] [Vill Vilz]
4= , E= N V: = . . 5.5
l: 0 4y ¢ K Var Vo (>)
Vi V‘iz] [B.]
V= , C=[C, G)], B= 5.6
T [szl ng [ 1 2] 0 ( )

The 0-blocks in 4 and E follow from the A- and E-invariance of #,. The 0-block
im B is due to the fact that Im[B] « #, (Cayley—Hamilton) and #,<%,,. In
addition, since

R,o ViR A+ ViR, (5.7)
we must have
Vi AV EL B = V5 AV E} B, =0 (5.8)

From the form (2.7) for the weighting pattern of a TPBVDS we can then conclude
that the weighting pattern of the system is determined by the system (C,, Vi,,
Ve, E,, A, Bi,). Note since E and A are in standard form, so are E,, and 4,,.
However, the boundary matrices V%, and ¥, need not be normalized and indeed
there is no guarantee that this TPBVDS is well-posed. However, thanks to the
following result from Nikoukhah et al. (1989a) and Theorem 2.2, we can modify
the boundary matrices in order to make (C, Vi, V%, E,;, 4,,, B,) well-posed
while leaving the weighting pattern unchanged. O

Lemma 5.1

Consider a (possibly not well-posed) TPBVDS (2.1), (2.2), with E and 4 in
standard form and for which the following holds:

O (V,EN+ Vi AMR, = O,R, (5.9)
Then we can find ¥, 7; such that
V.EN+ VAN =1 (5.10)
and
O,ViR,=O,V,R,, OV,R,=O0,V;R, (5.11)

O



656 R. Nikoukhah et al.

We refer the reader to the work of Nikoukhah et al. (1989 a), where it is shown
that (5.9) holds for our reduced system, so that we may apply the lemma.

To continue with the proof of the theorem, note that the problem of reducing
the dimension of the realization if (5.2) is violated is merely the dual of the problem
that we have just considered. Consequently, we omit the details. Also the analysis
for the case in which condition (5.3) is violated is the same for stationary and
non-stationary systems, and we refer to Nikoukhah er al. (1989 a), for details.

What remains to be shown is that two TPBVDSs with the same weighting
pattern and both satisfying (5.1)-(5.3) must have the same dimension, and
consequently are minimal. To proceed with the proof we need the following Lemma
due to Nikoukhah et al. (1989 a), which is based on Gohberg et al. (1987).

Lemma 5.2

Let {E, A;}, i=1,2, be two regular pencils so that aF, + 4, =1 i=1,2,
where dim (E;) = dim (A;) = n,. Suppose that N > 2 max (#,, #,). Also suppose that
for some matrices {M;, N}, i=1,2,

M AYEY ") -kN, = M, AKEN-'=*N,, 0g<k<N-1 (5.12)

Then for all K, L
M AFEN, = M,AXELN, (5.13)
O

Proceeding with the proof, consider two systems (C;, E,, A;, Vi, VI, B}, j=1,2,

Jr Sy Al
satisfying minimality conditions (5.1)-(5.3), and, without loss of generality, assume
that both are in normalized form with the same « and 8. What we know is that

C o AY(A, = EY-H(ViA, + oV EDENEI~*AY-/-'T['B,
= C,A45(A, — EY (Vi A, + VIE)ENES *AY /T 'B,, j=zk  (5.14)
CIEV M (wE, —A5(ViA, + oV EDAY X E; A5/ -'TT'B,
= CEY M(wEy— A5(ViA, + o ViE)AY " MELAS/-'T;'B,, j<k (5.15)
Let k € [2n, N — 2u] (remember that N = 4n). Then we can apply Lemma 5.2 to get
C\AK (A — EVN-*(ViA, + oV E)ENEKALT B,
= CAN(Ay — EN X (Vi A, + wVIEDENEXALTT'B,, forall K, L  (5.16)
C EVH(wE, — AY(Vid + oV ENAY MEFALTT'B,
= CE} F(wE, — A5(ViAy + wVEE))AY " MEXALTS'B,, forall K,L (5.17)

By taking K=r, L=N—k +5in (5.16) and K=k +r and L =5 in (5.17) and
subtracting the two sides of (5.16) from (5.17), we obtain

C ElA{B, =C,E545B,, forallr,s20 (5.18)
Using (5.14), (5.15) and (5.18), we can show that
CAYEY " *(ViA, + oV E)E{AY - 'TT'B,
= CAKEY ~X(Vid, + wVSE)ELAY /- 'T5'B,  (5.19)
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and taking into account Lemma 5.2, this implies
CAYEI(Vid, + oV E)ETA{TT'B, = GATES(Vid, + oVEE)E AT ' B,
(5.20)

for all r, s, t, u 2 0. Then, using the fact that both systems are in normalized form,
we obtain

C A ESVIE A4B, = C,ASESVLELAYB, (5.21)
C A E;VIE{AYB, = C;ALESVIE A% B, (5.22)
for all r,s,t,u 2 0. To proceed, we now introduce three Hankel matrices:
H,=O!R! = OR?, (5.23)
H,,=OLR! = 0%R? (5.24)
H,=O!R!=02R? (5.25)

where R and O are the strong reachability and observability matrices of system j,
respectively, and

Ri, =[]~ (VIR VIRY) | E A7~ (VRS | VIRL) | .| B} '(V{RS| VERD)]
OJSV'Jl n—1
[Of; VJ A

015 V-{ n—1
o V,J g
where R/, and O, are respectively the weak reachabiliry and weak observability
matrices of system j. Equations (5.23) —(5.25) are direct consequences of {5.18) and
(5.21), (5.22). We note that these definitions differ somewhat from those of
Nikoukhah er al. (1989 a), due to the differences in characterizing weak reachability

and observability in the non-stationary case.
Clearly

04, = » J=1,2

#}, =1m (R4) (5.26)
04, = ker (0%) (527

for j =1, 2. Thus 2/, and @/, have full rank since both systems satisfy (5.1)—(5.3).
Consequently we can find a matrix U so that

R?= UR! (5.28)

Similarly we can obtain an analogous expression for R! in terms of R2. These allow
us to conclude that

rank (R!) =rank (R2) = p (5.29)
and in an analogous way we can show that
rank (0}) =rank (02) =w (5.30)
Finally, condition (5.3) together with (5.25) imply that
p—(n,—w) =rank (H,)=p —(n, — w) o (5:31)



658 R. Nikoukhah et al.

from which we see that
)11 = nz (5.32)
completing the proof of the Theorem. |

The following result, proven in Nikoukhah er al. (1989 a), is now easily seen to
be valid for all minimal TPBVDSs.

Corollary 5.1
Let (C, V}, V}, E;, A;, B;, N), j = 1,2, be two minimal realizations of the same
weighting pattern, where {£;, Aj},j = 1, 2, are in standard form for the same « and

f. Then there exists an invertible matrix 7 such that

B,=TB, (5.33)

C,=CT™! (5.34)

ONVi—T'"WiT)R.=0 (5.35)

oYV =T '"VET)R! =0 (5.36)

and

(4, — T~ '4,T)R! =0 (5.37)

(E, =T 'E,T)R! =0 (5.38)

ONA, =T '4;,T)=0 (5.39)

OUE,—-T'E,T)=0 (5.40)

where R! and O! are the strong reachability and observability matrices for
system 1. O

Corollary 5.2
(a)} Every left (right) input-output extendible TPBYDS has a minimal realiza-
tion that is also left (right) input—output extendible.

(b) Every left (right) extension of a minimal left (right) input—output extendible
TPBVDS is minimal. ]

Proof

Part (¢) follows from Theorem 3.5. To show (), suppose that an extension of
a minimal system defined on the interval [0, N] is not minimal and thus can be
reduced. Reduce the extension and move in its boundaries to the interval [0, NV].
The system obtained has clearly the same weighting pattern as the original system
defined on [0, N], but has lower dimension, which is a contradiction. O

We now have an alternative method for proving the main result of Nikoukhah
et al. (1989 a).
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Theorem 5.2
A stationary TPBVDS, with N = 2n, is minimal if and only if

(a) Im[V,R, | ViR]=R" (5.41)
o Vi | _
()] ker |:05 Vr:l = {0} (5.42)
() 0, R, (5.43)
O
Proof

First, note that the minimality conditions of Theorem 5.1 are necessary and
sufficient for this case as well, even though we have a weaker condition on the
length of the interval. This is because the only place that the assumption N = dn
was used in the proof of Theorem 5.1 was in the derivation of (5.18) and (5.21),
(5.22). But in the stationary case, as long as N = 2an, (5.21), (5.22) immediately
follow from Lemma 5.2 and the assumption that the weighting patterns of the two
systems are identical. In addition, (5.18) follows from (35.21), (5.22) and the
assumption that the two systems are in normalized form. So all we need to show is
that conditions (5.1)-(5.3) and (5.41)—(5.43) are equivalent in the stationary case.

Note that since

Im[V;R,| V;R] =R, (5.44)
0.V,
ker [0: VJ >0, (5.45)

the conditions (5.41)-(5.43) are sufficient for minimality. To show necessity, let us
assume that (5.1)—(5.3) hold. Suppose that (5.41) fails. Then there exists a vector
g # 0 such that

g'[ViR, V,R]=0 (5.46)
and, consequently,
q"R, =0 (5.47)
Noting that condition (5.3) is equivalent to
Left-ker (R,) = #} = 0} = Row-Im (O,) (5.48)
(5.47) implies that
q" € Row-Im (0,) (5.49)
which, thanks to the stationarity conditions (2.13) and (2.14), implies
g (V,E'A* — E'A°V)R, =0 (5.50)
gV ETA°— E"AV )R, =0 (5.5

for all r and s. Because of the E- and A-invariance of R,, there exists a matrix D
such that

E"-'-*4*R = R.D (5.52)
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Then (5.50), (5.51) imply

qTE" "' KANVR, | ViR,] =4 [V,R,D | V;R,D] =0 (5.53)

Since (5.53) holds for all k € [0, » — 1] we obtain
g"R,=0 (5.54)
which violates (5.1). Similarly, we can show that if (5.42) fails, then (5.2) is
violated. O

We have shown above that conditions (5.1), (5.3) are equivalent to conditions
(5.41)-(5.43) for stationary systems. However, note that this does not imply that
(5.1) is equivalent to (5.41), and (5.2) to (5.42). As can be seen from the proof of
Theorem 5.2, condition (5.3) must be true for {5.1) to be equivalent to (5.41), and
for (5.2) to be equivatent to {5.42). The following example illustrates this point.

Example 5.1

Consider the following stationary TPBVDS in normalized form defined over an
interval of length N

00 0 00 0
C=[0 0 1], ¥,=|0 1 Of, V=] 0 0 0
0 0 1 -1 N —N22
110 1
E=I A=|0 1 1| B=|o0 (5.55)
00 1 0

For this system, the strong reachability space Z, is

1

Im| [0
0
and so Im [V, R, V;:R.] is equal to
| 0
0 0

and thus is not R*. This implies that condition (5.41) is not satisfied. On the other
hand, we have

@,= \/ Im(E"*'"A*[V,R,| V; R,
k=g, ... n-1
11 o1 o
=V Im|[|0 1 1|0 of]|=Rr (5.56)
fmon2 00 1/]1 -1
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which means that condition (5.1) is satisfied. This example illustrates that, if (5.3)
does not hold, (5.1) and (5.41) are not equivalent. In this example, (5.3) does not
hold since the strong unobservability space @ is equal to ker [0 O 1] which implies
that

1 0
O,=Im| |0 1
0 0

which is clearly not included in the strongly reachable space

0
Im| | O
]

Finally, let us state an extension of another result due to Nikoukhah er al.
(1989 a). In that work, we considered the generalization of standard and normal-
ized forms to block forms. Specifically, a block standard form for a regular pencil
{E, A} is given by

TET ' =diag(E,, E,, ..., E},) (5.57
TAT ' =diag (4,, 43, ..., Ap) (5.58)

where 7T is an invertible matrix, where each {E,, 4,} pair is in standard form, i.e.
there exist a;, f; such that

E, +pA, =1, 1<is<M (5.59)

and furthermore where {E,, A, } and {E,, 4,}, { #j, have no eigenmode in common.
That is, for any pair (s, ) # (0, 0), |sE;, — t4,| =0 for at most one value of i (the
value (s/f) for which this occurs for {E,;, 4;} is the eigenmode of this pair). It has
been shown by Nikoukhah e a/. (1989 a) that if a TPBVDS is stationary, then V;,
and ¥; can also be chosen to have the same block diagonal form as E and 4, i.e.

TV,T '=diag (Vi, ..., V) (5.60)
TV, T-'=diag (VI, ..., Vi) (5.61)

and moreover each of the subsystems (Cy, Vi, Vi, E,, A;, By, N) is stationary.
In this case the reachability, observability and minimality of the overall system
can be examined by looking at each subsystem in turn. In particular it allows us to

study the properties of individual system eigenmodes. To see this, consider a
TPBVDS transformed into the following normalized or block normalized form with

E =diag (E,, ..., Ev) (5.62)
A =diag (4,, ..., Ayy) (5.63)

where {E;, 4;} has a unique eigenmode g;, with g, # g, for / #j. Then we say that
the eigenmode g, is strongly reachable if (E;, 4,, B;) is strongly reachable (i.e. R
has full rank). It can easily be verified that o; is strongly reachable if and only if

[0,E — A | B]

has full row rank (g; = o is strongly reachable if and only if [E | B] has full row
rank). Similarly, we say that an eigenmode o; is strongly observable if (C, E;, 4,)
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is strongly observable (i.e. O has full rank). Eigenmode o, is strongly observable if

and only if
a,E—A4
C

has full column rank (o, = cc is strongly observable if and only if

]

has full column rank). Since the boundary matrices can also be taken in block
diagonal form,

Vi=diag (V\, ..., Viy) (5.64)
V,=diag (V1, ..., V%,) (5.65)

we can also consider weak reachability and observability of individual eigenmodes.
An eigenmode ¢; is called weakly reachable (observable) if subsystem j is weakly
reachable (observable). Also o; is weakly reachable if and only if

{o,E—~A|V.B|V;B]
has full row rank; it is weakly observable if and only if
o,k — A
CV,
CV,

has full column rank. 3

We now have the following result.

Theorem 5.3

Consider a minimal, stationary TPBVDS; then any eigenmode of the strongly
unreachable (unobservable) part of system is also an eigenmode of the strongly
reachable (observable) part of the system. O

Proof

Suppose that g, is an eigenmode of the strongly unreachable part of the system.
As just described, let us break down the system into subsystems, each one of which
has a distinct eigenmode. In particular, let T, = (C,, Vi, Vi, E;, A, B, N) denote
the subsystem associated with eigenmode a,. Then, since £, is minimal, it has a
strongly reachable part (otherwise, B, must be zero, the subsystem has weighting
pattern § and the minimal realization has dimension 0). Thus, ¢, is an eigenmode
of the strongly reachable part of £, and of the original system. O

6. Conclusions

In this paper we have developed some of the system-theoretic properties of
two-point boundary-value descriptor systems. We have derived detailed characteri-
zations of reachability, observability, and minimality, extending previous results for
the shift-invariant case of Nikoukhah er al. (1989 a). As had already been noted for
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continuous-time, non-descriptor boundary-value systems, minimality for TPBVDSs
is a bit more complicated than for causal systems, Indeed there is a certain degree
of non-uniqueness in minimal realizations.

Another concept that we have introduced and studied in this paper is extendibil-
ity, i.e. the idea of thinking of a TPBVDS as being defined on a sequence of
intervals of increasing length. Once one introduces such a notion, it becomes
possible to talk about the realization problem (Nikoukhah et «al. 1988), and
asymptotic properties such as stability (Nikoukhah et al. 1985 c).
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